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Kurzfassung

Seit der Erfindung der Digitalkamera nimmt die Anzahl der aufgenommenen Bildern
immer noch zu. Besonders in den letzten Jahren, als die Mobiltelefonhersteller begannen
ihren Mobiltelefonen Digitalkameras hinzuzufügen, endete das in einer Flut von Bildern in
der heutigen Zeit. Das Ziel dieser Bachelorarbeit war es, einen Algorithmus zu implemen-
tieren, der automatisch einen gegebenen Datensatz von Bildern mit ihren geographischen
Koordinaten zusammenfassen und eine repräsentative Bildercollage erstellt. Der Algorith-
mus hält sich dabei strikt an die Visualisierungspipeline und startet mit der Analyse des
Bild-Datensatzes, gefolgt vom Filtern. Im nächsten Schritt werden die gefilterten Daten
abgebildet. Hierzu wird eine symmetrische Version der Voronoi-Tessellation verwendet.
Schlussendlich werden die Daten gerendert, wobei hier ein optionales Dissolve-Blending
möglich ist. Wir testen die Implementierung mit zwei unterschiedlichen Bilddatensätzen,
welche 35 beziehungsweise 154 Bilder beinhalten. Die Ergebnisse deuten darauf hin, dass
die Implementierung abwechslungsreiche und ansprechende Bildercollagen für die geteste-
ten Bilddatensätze erzeugt, aber dass es auch einige Extremfälle wie etwa irreführende
Symmetrie gibt, die durch die Präattentive Wahrnehmung des visuellen Systems des
Menschens ausgelöst wird.
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Abstract

Since the innovation of the digital camera the number of pictures taken is still increasing.
Especially in recent years, when mobile phone manufacturer began to attach digital
cameras to their mobile phones, this ended up in a flood of pictures nowadays. The aim of
this thesis is, to implement an algorithm that automatically summarizes a given dataset
of geotagged images and creates a representative image collage. It is strictly based on the
visualization pipeline and starts with the data analysis and filtering of the image dataset.
Next, the filtered data are mapped using a symmetric version of the Voronoi tessellation,
and are finally rendered using optional dissolve blending. We test the implementation
on two different image datasets, containing 35 and 154 images, respectively. The results
indicate that the implementation generates diverse and appealing image collages for
the tested image datasets, but that there are also some extreme cases for example with
misleading symmetry caused by the pre-attentive processing of the human visual system.
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CHAPTER 1
Introduction

This bachelor thesis deals with the automatic summarization of image datasets, which
contain the geographical location as additional information. The resulting summary based
on the geographical location is visualized through an image collage based on Voronoi
diagrams. The following sections give an overview on the motivation and goals of this
topic, the used methodological approach, and the structure of the thesis.

1.1 Motivation

At the present time one interesting challenge is the rapidly growing number of data,
ending up in so-called Big Data [CCS12, MCB+11]. Big Data is problematic, because
people struggle more and more with the task of getting useful information out of these
huge amount of data. Especially in recent years, with the beginning of the digital age
arround 2002 as described by Hilbert et al. [HL11], this increase of data ended up in
a flood of pictures and videos nowadays, because mobile phone manufacturer began to
attach digital cameras to their mobile phones and people also began to prefer digital
over analog storage. So there is a need for methods that are capable to filter the relevant
information out of this large amount of data. Pietzsch et al. [PSPT14], for example, deal
with the interactive visualization and image processing of terabytes of image volumes. In
this particular case the thesis is dealing with image data.

One of many use cases is, for example, an image search, which returns a huge set
of images [SEZ13]. Such a large dataset is really hard to handle and to extract any
useful information from. Therefore, people began to use basic data mining and pattern
recognition techniques, such as clustering and categorization, to filter and classify the
images, to get some information, respectively, and to split the datasets into smaller
chunks. In recent years science refined methods based on these basic techniques, and
even developed new scientific methods to handle this problem.
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1. Introduction

The most common goals of such summarization methods are the following:

1. Good overview of the dataset

2. Efficient implementation

3. Selection of a subset of representative images

4. Maximize information with respect to salient regions in a given area

5. Minimize blank areas, i.e., wasted space

Depending on the field of application, a good overview of the dataset can have a lot of
different meanings. Therefore, basic techniques like clustering or tessellation were used in
the first place and new advanced techniques like Image Collages, Image Packing, Image
Summarization, or the Illustration of Image Search Results (see Section 2.2 to 2.5) were
invented later on for different purposes.

Since image datasets can easily have the size of several gigabytes, an efficient implementa-
tion is necessary. In the Illustration of Image Search Results (see Section 2.5) for example
it is really important, because the user wants to search and navigate through large image
datasets in real-time.

The selection of representative images is a difficult task, because there are many different
ways to get a representative description of an images dataset. For example, there are
techniques that focus on the visual characteristics only, while others focus on the semantic
information and others again try a hybrid approach by combining them. This selection
task itself is also the key task of the classic Image Summarization (see Section 2.4) rather
than the actual visualization of these images.

Finally, the resulting visualization should maximize the information in a given area and
therefore minimize wasted space like blank areas. This is achieved by determining the
salient regions for each of the representative images and arrange them in a way, that the
salient regions do not or have a minimal overlap, while trying to maximize the coverage
of the given area. Therefore, different saliency detection methods were invented, whereas
some of them require prior knowledge of the image dataset, while others not. The latter,
for example try to simulate the pre-attentive processing of the human visual system to
determine the salient regions without prior knowledge.

Like the other Image Collages (see Section 2.2), the main focus of this thesis are especially
on the goals 1, 4 and 5.

1.2 Problem Statement and Aim of the Thesis
As a starting point a set of images is provided. Each image contains the geographical
location attached to its Exchangeable image file format (Exif) data.
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1.3. Methodological Approach

The aim of this thesis is to implement an algorithm similar to the ImageHive [TSLX11]
approach, based on the geographical location of the images. A subset of representative
images from each cluster should be displayed in the collage, and it is allowed to cover
unimportant information in the background of the images by other images. The focus of
the project is on the useful arrangement of the images, and the optimal presentation of
the relevant information, rather than on artistic merits.

1.3 Methodological Approach
The methodological approach is strictly based on the visualization pipeline. After loading
the raw data through an graphical user interface, the raw data is analyzed and prepared
for the filtering step. In the filtering step the data are filtered using k-means (see
Section 2.1.1) as clustering method. In the next step the filtered data is mapped into
a Voronoi diagram (see Section 2.1.2). Afterwards the mapped data is rendered with
optional blending. As defined in the visualization pipeline, the user is able to interact
with the application in each of these steps.

1.4 Structure of the Thesis
This chapter gave an introduction to the topic of the thesis, the underlying motivation,
and the methodological approach. Chapter 2 reviews the state of the art in this field
of information visualization and compares the different approaches. Chapter 3 explains
the used methods and concepts in detail, which were necessary to generate the final
visualization. Chapter 4 shows and compares resulting visualizations with different
parameter settings. Chapter 5 reflects the thesis and gives a prospect on possible further
developments.
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CHAPTER 2
State of the Art

In this chapter the current state of the art concerning the main topics of this thesis are
discussed. The first section (2.1) introduces some basic techniques like clustering and
tessellation, which most of the advanced techniques later on use one way or another.
Section 2.2 is dedicated to different approaches of creating an image collage and is the most
important section for this bachelor thesis. Section 2.3 concentrates on the packing and
layouting of an image dataset in a pre-defined space by using certain constraints, whereas
section 2.4 describes methods that have the aim to extract a compact representative
subset rather than visualize it. The last section (2.5) deals with the illustration of image
search results.

2.1 Basic Techniques

This section concentrates on basic techniques which were for example inherited from data
mining and pattern recognition methods. These techniques were used in the early days
and refined in recent years. Furthermore, they are nowadays the basis or part of most
of the presented advanced techniques in the remaining sections. Clustering on the one
hand allows to classify the images of an image dataset and split it into smaller chunks.
Tessellation on the other hand is for example a way to create a layout to arrange the
previously clustered image dataset.

2.1.1 Clustering

Clustering or cluster analysis is the task of partitioning a set of objects into so-called
clusters, whereas objects within the same cluster are more similar to each other than
to objects in other clusters. Clustering has a wide range of different techniques to
analyze the clusters, which can be roughly divided into hierarchical and non-hierarchical
approaches. Hierarchical approaches on the one hand construct a clustering tree and
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2. State of the Art

non-hierarchical approaches on the other hand assign each object in an iterative way to
a cluster. For each of these approaches, the selection of the correct distance measure,
which will determine the similarity of objects, and if necessary, additional parameters are
crucial for a convincing result. The well-known k-means clustering algorithm [M+67] is
an example for the non-hierarchical approaches and is described as next.

(a) k randomly generated initial means.
(b) k clusters are created by assining every obser-
vation to its nearest mean.

(c) The new means of the altered clusters are
calculated.

(d) Step b and c are repeated until convergence
has been reached.

Figure 2.1: Demonstration of the standard k-means clustering algorithm [Wikb].

The basic idea of the k-means clustering algorithm was originally adopted by MacQueen
[M+67] and the standard algorithm was first proposed by Lloyd [Llo82]. This idea
assumes that the number of clusters k is already known before starting the actual cluster
analysis. It starts by choosing k different random means as initial cluster starting
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2.1. Basic Techniques

points. Afterwards, the k-means algorithm consists of a loop of an Assignment and an
Update step. In the Assignment step each observation is assigned to the cluster with its
least within-cluster sum of squares (WCSS). For the Euclidean distance, which is the
standard distance measure, that means to assign the observations to its nearest mean
respectively cluster centroid. Next, for each of the clusters, the new means respectively
cluster centroids are calculated. The algorithm converges to a local optimum, when the
assignments no longer change. Figure 2.1 demonstrates how the standard algorithm
works.

In summary, the standard k-means algorithm consists of the following steps:

1. Initialization: Choose k random means from the dataset as cluster starting points.

2. Assignment step: Assign each observation to the cluster with its least WCSS (i.e.
its nearest mean).

3. Update step: Calculate the new means of the altered clusters.

Due to its simplicity, the k-means algorithm has its limitations and many variations exist.
Especially the accuracy, but also the speed of the k-means can be improved considerable
by using different techniques to choose the initial cluster starting points. Arthur and
Vassilvitskii [AV07] for example proposed their approximation algorithm k-means++ in
2007. This algorithm can be used for choosing the initial values for the k-means clustering
algorithm, which improves the final error of the k-means algorithm significant.

2.1.2 Tessellation

In this context tessellation or tiling is the task of arranging so-called tiles of varying
shape to fill a 2-dimensional Euclidean plane without any gaps according to a pre-defined
set of rules, which can vary depending on the actual use case. Common rules are that
there are no gaps allowed between adjacent tiles, and also that it is not allowed that
a corner of one tile lie along the edge of another [CBGS16]. Mathematically it is also
possible to extend tessellations to other spaces than the Euclidean plane as Gullberg
described [Gul97].

One Type of tessellation for example is the regular tessellation, which has both identical
(congruent) regular tiles and identical vertices, which have the same angle between adjacent
edges for every tile [Cox73]. There are only three shapes (the equilateral triangle, square,
and regular hexagon) that can fulfill these conditions and can be duplicated infinitely to
fill a plane with no gaps [Gul97].

A more important type of tessellation for this thesis is the so-called Voronoi tessellation or
diagram named after Georgy Voronoi, who defined and studied the general n-dimensional
case in 1908 [Vor08]. This approach was rediscovered over the last 200 years many times
by different researcher and therefore it is also known as Dirichlet tessellation [Dir50] or
Thiessen polygons [Thi11], depending on the field of application. Furthermore, it has
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2. State of the Art

also a close relation (i.e., the Delauny triangulation is the dual graph of the Voronoi
tessellation) with the so-called Delauny triangulation named after Boris Delauny [Del34].

The simplest case of the Voronoi tessellation creates a tiling, where each tile respectively
cell is defined as the set of points closest to one of the pre-defined seed points. Since
each of these cells is obtained from the intersection of half-spaces, the resulting cell has
always a convex shape. Note that different Voronoi diagrams are generated for different
distance measures (see Figure 2.2).

(a) The Euclidean distance. (b) The Manhattan distance.

Figure 2.2: Comparison of two different distance measures for the same set of seed points
[Wikc].

There are also special types of the Voronoi tessellation like the centroidal Voronoi
tessellation (CVT), which produces a tessellation whereas the seed point of each Voronoi
cell is also its mean respectively center of mass. Lloyd’s algorithm [Llo82] for example
can be used to generate a CVT and its result can be considered as an optimal partition
corresponding to an optimal distribution of generators. This algorithm works similar to
the closely related k-means clustering algorithm (see Section 2.1.1) and only differs in its
input, which is a continuous geometric region rather than a discrete set of points like for
k-means. Therefore, it also uses the Voronoi tessellation in the Assignment step. Figure
2.3 shows three different solutions of the CVT for five points in a square. Furthermore,
Du et al. [DFG99] give some applications of the CVT in their work.

2.2 Image Collages
This section deals with a more artistic way to summarize image datasets. In a so-called
image collage one tries to arrange an image dataset according to pre-defined rules (e.g.
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2.2. Image Collages

Figure 2.3: Three results of the CVT for five points in a square [Wika].

minimal blank space and overlap). For this thesis, the most relevant research and basis
is the ImageHive approach, therefore it will be explained in detail in Section 2.2.1. Some
of these approaches are even similar to real image collages created lifelike, so they look
like some photographs that are simply glued on a canvas or were addtionally cut into
shape with a scissors before.

2.2.1 ImageHive

ImageHive [TSLX11] is an approach which is able to interactively generate a summary
of an existing image dataset based on a similarity measure (see Figure 2.4). This process
is split into four steps.

Data Transformation

The first step starts with a clustering of the image dataset using a clustering algorithm
such as k-means on features like color, or the edge histogram. This splits the image
dataset into k different categories. For each of these categories, ImageHive chooses a
number of representative images (e.g., images near the cluster center with some diversity
among themselves). Afterwards, the salient regions for each representative image are
determined using either a circle, or a rectangle as constraint.

Global Placement

In this step ImageHive constructs a graph layout for each cluster, where images are
represented as nodes and the similarity correlation between them as edges. Later on
the resulting graph lays out the images, which establishes the global placement (see
Figure 2.5a). In this process the previously determined salient regions are used as a
constraint, so that the images do not overlap.
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2. State of the Art

Figure 2.4: An image summary of Beijing (left), Shanghai (top right), and Hong Kong
(bottom right) [TSLX11].

Local Adjustment

After the global placement the layout is locally refined by the so-called Online Voronoi
Tessellation. Through this step the images are evenly distributed within a cluster while
keeping the relationship from the graph layout model, which results in a maximized usage
of the available layout area (see Figure 2.5b). The resulting layout distribute the images
evenly while keeping their relationships (see Figure 2.5c).

Interactive Exploration

In a final step ImageHive allows the user to edit the automatic summarization in real-time
and create new results by changing parameters such as image size, or the global placement
of an image or cluster center. Finally, it is possible to blend the images, so that the
resulting summarization has smooth transitions.

10



2.2. Image Collages

(a) Step 1 - global placement. (b) Step 2 - local adjustment. (c) The resulting layout.

Figure 2.5: The two-step layout of ImageHive [TSLX11].

2.2.2 AutoCollage

AutoCollage [RBHB06] is an approach that creates a collage of representative images from
an image dataset (see Figure 2.6). It defines an automatic procedure which summarizes
the main themes of the dataset. This procedure is based on the so-called labelling problem,
which means that each pixel-location of the collage has to be assigned to a label. The
goal of this algorithm is to find the best labelling. For that reason the authors introduce
the so-called collage energy, which has to be minimized to get the best labelling. This
energy consists of four terms such as Representative Image Set Cost, Importance Cost,
Transition Cost and Object Sensitivity Cost to determine important regions in an image.
Finally, they use a method called α-Poisson Image Blending to get a seamless transition
between adjacent images in their collage.

2.2.3 Picture Collage

Similar to AutoCollage, Picture Collage [WQS+06] deals with the problem of creating
a collage from a group of images (see Figure 2.7). Within this summarization Picture
Collage allows unimportant regions of the images to overlap to get a maximum of visible
visual information. Furthermore, Picture Collage shows the most relevant regions of all
images in the summary without any down-sampling or cropping. To achieve this the
authors formulated the following four goals:

1. Maximize salience

2. Minimize blank space

3. Similar salience ratio balance

4. Orientation diversity
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2. State of the Art

Figure 2.6: A collage of representative images created automatically by the AutoCollage
approach [RBHB06].

That means that the ideal collage should show as many salient regions as possible, while
keeping approximately the same ratio of salience among the whole dataset. Furthermore,
the blank space between the images has to be minimized to maximize the use of the
canvas. Finally, introducing orientation diversity is necessary to imitate the style of a
human created collage.

Since the placement order is similar to the related rectangle packing problem, which is
NP-complete, the authors designed a sampling algorithm called Markov chain Monte
Carlo (MCMC) to optimize this process and find a decent placement efficiently.

2.2.4 Puzzle-like Collage

Goferman et al. [GTZM10] propose a new method for the automatic construction of
an image collage, which the authors call Puzzle-like Collage (see Figure 2.8). Unlike
other approaches, which use rectangular regions of interest, this approach is based on the
composition of regions of interest of varying shape in a puzzle-like manner. Therefore,
the authors introduce an algorithm that is capable of extracting non-rectangular regions
that coincide with meaningful information. Furthermore, they propose an algorithm,
that keeps the balance between compactness and informativeness, while composing the
region of interests to the final collage.

12



2.3. Image Packing

Figure 2.7: A result image created by the Picture Collage approach [WQS+06].

(a) Input images. (b) Regions of interest. (c) The resulting collage.

Figure 2.8: Puzzle-like Collage applied to an image collection of the 2008 Olympic games
[GTZM10].

2.3 Image Packing

This section concentrates on the packing and layouting of an image dataset in a pre-defined
space by using certain constraints. Such constraints are for example the minimization of
the distance of similar images respectively the maximization of the correlation between
dissimilarities among the data and their placement distance in the resulting layout.
Furthermore, there are interaction techniques that allows the user to create a layout for
some graphical primitives in an iterative and interactive way, without the need of sliders
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2. State of the Art

or similar interfaces.

2.3.1 Kernelized Sorting

Kernelized Sorting [QSS09] is an approach based on object matching, which is able to
generalize the sorting of objects (see Figure 2.9). Object matching typically requires
the definition of a similarity measure between classes, however the authors of this paper
developed an approach which only needs a similarity measure within each class. This is
achieved by using the so-called Hilbert Schmidt Independence Criterion, which maximizes
the dependency between matched pairs. This way it is possible to perform matching
without the need of a cross-domain similarity measure.

Figure 2.9: Layout of 284 images into a ’NIPS 2008’ letter grid using kernelized sorting
[QSS09].

2.3.2 Interactive By-example Design of Artistic Packing Layouts

Reinert et al. [RRS13] present an approach to pack 2D graphical primitives into a
spatial layout without the need of sliders or similar interfaces, but instead by interactive
placement using a subset of example primitives. To achieve a equal distribution of the
primitives, the authors propose a novel generalization of the CVT, which should ensure
an equal spacing between adjacent primitives.

Basically, their systems consists of an infinite loop of a forward layout step followed by an
inverse layout step to achieve an artistic layout as result. The forward layout step takes
care of the placement according to some rules and the inverse layout step refines the rules
of the forward layout step and therefore the placement, according to the user interaction.
A typical use case starts with a generic layout which maps primitives with similar features
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2.4. Image Summarization

Figure 2.10: Starting from a generic layout, the user moves three primitives (push-pins)
to new locations. The first iteration leads to a layout sorted vertically by size and the
second iteration sorts the layout additionally horizontal by brightness [RRS13].

to similar locations. Next, the user interactively moves a subset of example primitives
(denoted by push-pin icon) to new locations, which are used afterwards in the forward
layout step as new constraints (see Figure 2.10).

2.3.3 Organizing Visual Data in Structured Layout by Maximizing
Similarity-Proximity Correlation

The work of Strong et al. [SJGE13] deals with the organization of visual data in
structured layouts by maximizing the correlation between dissimilarities among the data
and their placement distance in the resulting layout. In other words the problem can
be described as maximizing the proximity-similarity correlation of the data. To achieve
this, the authors propose an efficient greedy-based coarse-to-fine algorithm to compute
an approximate solution for the specified problem. The result of this mapping is called
the Max Correlation Map (MCM) (see Figure 2.11).

2.4 Image Summarization

This section concerns about the summarization of image datasets, which aims to get
a compact representative subset rather than the actual visualization. Therefore, such
techniques can be interesting to combine with other field of applications like the Image
Collages or Illustration of Image Search Results (see Section 2.2 and 2.5) to improve
already existing results. However, such methods for example try to find representative
images from an image dataset by using the metadata of an image (e.g., tags), image
similarity or a combination of both. Another field of research in this topic is, to determine
the salient regions of a specific image and extract representative objects of it.

2.4.1 Context saliency based image summarization

Shi et al. [SWX+09] propose a novel method for image summarization by using context
saliency in cooperation with statistical saliency and geometric information, instead of
visual saliency as importance measurement (see Figure 2.12). This approach is working
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2. State of the Art

Figure 2.11: The MCM layout for the query “Washington“ in an image collection. Left
is the default layout and the right side shows another layout with enlarged fixed items
[SJGE13].

by posteriori expectation-maximation of a naive Bayesian framework with the results of
a global redundancy, contrast and geometric analysis as features. To ensure an adaptive
image summary to fit different target devices, and keep the proportion of the context
salient regions, the authors present a grid-based piecewise linear image warping.

2.4.2 Hybrid Image Summarization

Hybrid Image Summarization [XWHL11] handles the problem of finding a few represen-
tative images to represent the set semantically and visually (see Figure 2.13). This is
achieved by using a hybrid way, which uses visual and textual information associated with
the images. The authors call their approach Homogeneous and Heterogeneous Message
Propagation (H2MP), because it works with homogeneous and heterogeneous relations of
the images respectively tags. Since the authors use heterogeneous data too, this approach
goes beyond the affinity propagation algorithm, which is only able to handle homogeneous
data.

The associated information contains the following three useful relations from images and
tags:

1. Homogeneous relation within images, i.e., image similarity

2. Homogeneous relation within tags, i.e., tag similarity

3. Heterogeneous relation between images and tags, i.e., their association relation
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2.4. Image Summarization

(a) Original image. (b) Statistical saliency.

(c) Geometric constraint. (d) Context saliency map.

Figure 2.12: Steps of the context saliency map generation [SWX+09].

(a) A set of tagged images (b) Generated summary

Figure 2.13: A summary generated from the given input by the proposed approach
[XWHL11].

Especially the relation 2 and 3 are used by the authors to generate a summary that is
visually and semantically satisfying. Figure 2.14 shows those relations, where EI denotes
the homogeneous relations within images, EW the homogeneous relations within tags and
ER the heterogeneous relations between images and tags.
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Figure 2.14: Relations between images and tags [XWHL11].

2.4.3 Image collection summarization via dictionary learning for
sparse representation

Yang et al. [YSPF13] present a method for automatic image summarization by reformu-
lating this task into a dictionary learning for sparse representation problem. Furthermore
the authors discovered that they can interpret this reformulation under the Scale Invariant
Feature Transform (SIFT) Bag-of-Words (BoW) framework. With this approach it is
possible to approximately reconstruct each image in the original image set by weighted
linear combination respectively, by the accumulation of the probabilities of various visual
words of the summary images (see Figure 2.15).

2.5 Illustration of Image Search Results

This section describes the illustration of image search results by using different kind of
methods. Such methods try to support the user in his search and navigation through
big image datasets by using different visualization techniques. This can be achieved for
example by arranging the images according to their similarity and mapping them on
some 2- or 3-dimensional geometry. Another way could be to cluster the image dataset
and show only some representative images per cluster. In other words, the user is able to
perform a hierarchical search, whereas all the images of a specific cluster are only shown
on demand.

2.5.1 Spatial Visualization for Content-Based Image Retrieval

Spatial Visualization for Content-Based Image Retrieval [MTH01] is a technique that
extends traditional Content-Based Image Retrieval (CBIR), which only displays images in
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Figure 2.15: The summary images “beach“ and “palmtree“ with its reconstruction
image, which has both visual objects [YSPF13].

order of decreasing similarity, which can be considered as a 1-dimensional representation.
The major drawback of the traditional technique is, that relevant images can appear at
separate places and the user would like to discover the relations among them. Therefore,
the proposed approach extends the traditional one by ordering the images also according
to their mutual similarities and visualizing them in a 2-dimensional representation. To
achieve this, the authors perform a Principal Component Analysis (PCA) on the retrieved
images in a first step to reduce the high-dimensional feature space to 2D, to visualize
the result as a so-called PCA Splat. One drawback of the PCA Splat, is, that images
can partially or totally overlap. So the authors optimize the PCA Splat in a second step.
This is achieved by using a cost function that minimizes the overlap and deviation of the
initial positions. Figure 2.16 compares the regular PCA Splat and the optimized one.

2.5.2 Similarity-Based Visualization for Image Browsing Revisited

The approach by Schöffmann and Ahlström [SA11] describes a simple but efficient
algorithm, that sorts images based on their color similarity. It generates an intuitive
arrangement of images and allows to apply it to several different layouts.

In most CBIR applications the result is represented as a list that is sorted according to
its metadata. However, this is not the best way to represent the result, because users
rather search by visual similarity than on metadata. So it makes sense to sort images
according to their visual similarity.

The proposed algorithm has the following characteristics:

1. Fast in terms of run-time (mobile devices and adaptive interfaces possible)

2. Results in an intuitively sorted layout
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(a) PCA Splat (b) Optimized PCA Splat

Figure 2.16: Comparison of regular and optimized PCA Splat [MTH01].

3. Preserves visibility of all images

The basic idea of the authors is to sort the images according to their dominant hue in the
Hue Saturation Value (HSV) color space. To achieve this the algorithm consists of two
steps. In the first step they classify the pixels of the images using a 16-bin hue histogram
and use the index of the dominant bin as sorting criteria. In the second step they sort the
images belonging to the same dominant bin again, with a different criteria. The authors
use a 24-bin HSV histogram (16-,4-,4-bin) for these images and minimize the Euclidian
distance between adjacent images. They also created two simple rules to filter bright and
dark images, so that the algorithm produces a sequence of bright images, followed by
the regular hue sorted images, finally followed by the dark images. Figure 2.17 shows
the algorithm applied on the WANG 1000 dataset [WLW01, LW03] and a 3D cylinder
layout.

Finally, their user study showed that their approach improved the interactive search
performance by about 20% in a common storyboard. Furthermore, the study also showed
that the participants preferred the sorted storyboard over the random one, and that the
participants are able to understand and efficiently use their approach.

2.5.3 Visual Diversification of Image Search Results

The work of van Leuken et al. [vLGOvZ09] introduce new methods to diversify image
search results by creating a visual diverse ranking. They apply clustering on the images
based on their visual characteristics. For each cluster a representative image is shown
and it is also possible to explore the other images in the cluster through user interaction.
Figure 2.18 shows an example clustering for the ambiguous query “jaguar“, where the
cluster representatives form a diverse set for the image search result.
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Figure 2.17: WANG 1000 dataset sorted with the proposed approach and aligned on a
3D cylinder [SA11].

Figure 2.18: Example clustering for the ambiguous query “jaguar“. Cluster representatives
are highlighted by a red border [vLGOvZ09].
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CHAPTER 3
Methodology

The visualization pipeline [DSB04] is a well-known and reliable concept in information
visualization. Therefore, it is used in this thesis to generate the final visualization
starting from the raw data. Figure 3.1 describes the step-wise process of creating a visual
representation of data.

1. The Data Analysis step prepares the data for the visualization, e.g. by smoothing
or interpolating values, or correct some errors.

2. The Filtering step selects a subset of data from the before prepared data, which
should be visualized.

3. The Mapping step uses the before filtered data and maps them on some kind of
primitive geometry. It also applies some attributes like color, position and size. It is
also the most critical step in the visualization pipeline for achieving expressiveness
and effectiveness.

4. The Rendering step simply renders the before mapped data, but some effects like
blending are also possible.

Figure 3.1: Visualization Pipeline [DSB04].
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3. Methodology

3.1 Data Analysis

The Data Analysis step gets the Raw data as input and extracts respectively derives
additional data. In this work, we extract the geographical location from the Exif data
and compute a saliency map based on the raw image. These two steps are explained in
detail in the following subsections.

3.1.1 Geographical Location

In the Exif data the geographical location is stored as location and location reference. The
longitude and latitude are stored as Degrees, Minutes and Seconds. The location reference
indicate whether the longitude is East or West, respectively, and whether the latitude
is North or South. These location references are needed to convert the geographical
location to its signed version. If the reference has the value S or W the sign has to be
negative, so that the resulting interval for longitude is [−180, 180] and for latitude it is
[−90, 90]. Algorithm 3.1 shows the conversion in pseudo code.

Algorithm 3.1: ExifGpsToScalar
Input: A PropertyItem location, and a PropertyItem locationRef
Output: A scalar coordinate

1 coordinate = location.Degrees+ location.Minutes
60.0 + location.Seconds

3600.0 ;
2 if locationRef == ”S” || locationRef == ”W” then
3 coordinate = −coordinate;
4 end
5 return coordinate;

These coordinates are defined as spherical coordinates. Since the filtering step uses
k-Means clustering, which uses the Euclidean distance, spherical coordinates are not
suitable. A conversion from spherical to cartesian coordinates is possible to avoid
discontinuity. This conversion uses the trigonometric functions cos and sin applied on
the longitude respectively latitude together with the mean earth radius to calculate the
position on the surface as 3D cartesian coordinates. Figure 3.2 illustrates the relationship
between spherical and cartesian coordinates, and Algorithm 3.2 shows the conversion
from spherical to cartesian coordinates in pseudo code.

3.1.2 Saliency

We employed the work by Hou et al. [HZ07] to calculate the saliency. Their approach is
implemented in OpenCV, but not in the C# wrapper EmguCV, therefore we converted
this approach from C++ to C#.

One benefit of the approach of the authors is, that their model is independent of features,
categories, or other forms of prior knowledge of the objects, which the image contains. It
is therefore defined as a general approach which can be applied to many different data
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3.1. Data Analysis

Figure 3.2: Relationship between spherical and cartesian coordinates [sph].

Algorithm 3.2: SphericalToCartesian
Input: A scalar latitudeDegree, and a scalar longitudeDegree
Output: A struct cartesianCoordinates

1 radius = 6371.0 ; // mean earth radius in km
2 latitudeRadian = π

180.0 · latitudeDegree;
3 longitudeRadian = π

180.0 · longitudeDegree;
4 cartesianCoordinates.X = radius · cos (latitudeRadian) · cos (longitudeRadian);
5 cartesianCoordinates.Y = radius · cos (latitudeRadian) · sin (longitudeRadian);
6 cartesianCoordinates.Z = radius · sin (latitudeRadian);
7 return cartesianCoordinates;

sets. This is achieved by using a similar saliency detection process like in the human
visual system. It is believed that two steps are involved in the visual processing. First, the
parallel, fast and simple pre-attentive process, and second, the serial, slow and complex
attention process. However, the authors try to simulate the behavior of the pre-attentive
visual search, because it works with low-level features such as orientation, edges or
intensities, which can indicate a candidate of an object, without further knowledge. For
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that to happen, the authors start with an analysis of the log spectrum of each image
and obtain the spectral residual. Afterwards, they transform the spectral residual to the
spatial domain to obtain the saliency map, which suggests the positions of the so-called
proto-objects, which is a term to address a candidate, that has been detected but not
yet identified as an object. Finally, an object map can be obtained by using a simple
threshold operation. Figure 3.3 shows their approach applied to an image, which contains
three objects.

In this thesis, the saliency map is used in the later mapping step to place the images
properly in the Voronoi diagram.

Figure 3.3: The result of the saliency detection using the spectral residual approach of
Hou et al. [HZ07].

3.2 Filtering

The Filtering step receives the Prepared data from the Data Analysis step as input and
filters it in two steps. In a first step k-means is used to cluster the images according to their
geographical location. In a second step there are two strategies to select representative
images for each cluster. These steps are explained in the following subsections.
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3.3. Mapping

3.2.1 Clustering

We employ the well-known k-means [M+67] clustering algorithm to cluster the images. A
feature matrix is generated in a first step, by taking the previous calculated 3D cartesian
coordinates as feature and adding them row-wise to the feature matrix. After that step
k-means is applied with this feature matrix, a user-defined k and the k-means++ [AV07]
process for the initialization. The result is a label vector, which assigns each image to a
cluster. Furthermore, a matrix containing the k 3D cluster centers is generated.

3.2.2 Selection of representative Images

There are many different possibilities how to extract a representative image from a subset
of the data set. The following two simple approaches are implemented as entry point
and can be selected by the user. In both cases m is a user-defined parameter and reaches
from #imagesOfSmallestCluster up to upperBound.

1. Random
This approach simply takes m random images from a cluster, while taking care
that no duplicates are generated.

2. Minimal Distance
This approach calculates the distance from each image within a cluster to its cluster
center. After that, the images are ordered ascending to their distance. Finally the
first m images are selected.

3.3 Mapping
The Mapping step receives the Focus data from the Filtering step as input and maps
them in two steps. In a first step a Voronoi diagram is generated using as many cells
as clusters. In a second step the generated Voronoi diagram is tessellated according
to the number of images within a cluster. These steps are explained in the following
subsections. Furthermore, the gravity center of the saliency map is determined by using
image moments. The image is then mapped, so that the gravity center of the actual
image is on the same position as the gravity center of the corresponding Voronoi cell in
the actual visualzation.

3.3.1 Voronoi Diagram

The Voronoi diagram is generated by providing some samples to the Emgu CV planar
subdivision Application Programming Interface (API). The samples are a subset from
a number of predefined, equal distributed 2D points, containing as much samples as
clusters. Since the generated Voronoi diagramm may exceed the screen space it has to
be clipped in a post processing step. Figure 3.4a shows the unclipped Voronoi diagram
for three clusters with some vertices outside the screen space and Figure 3.4b shows the
clipped Voronoi diagram, which is visualized by the border surrounding the square.
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(a) The unclipped Voronoi diagram. (b) The clipped Voronoi diagram.

Figure 3.4: The resulting Voronoi diagram for three clusters.

3.3.2 Tessellation of Voronoi Diagram

In this step each Voronoi cell gets tessellated according to the number of images within
the corresponding cluster. Algorithm 3.3 describes the basic approach of the symmetric
tessellation. In the case of one image within a corresponding cluster returns the Voronoi
cell itself as a list. In the other case, and if it is not the first Voronoi cell that gets
processed, the algorithm checks if the current cell has a symmetric equivalent in the
previous Voronoi cells. It checks the symmetry on the X-, Y- and XY-axis and returns a
duplicate flipped on the correct axis if the condition is fulfilled. If there is no symmetry
at all or it is the first Voronoi cell that gets processed, the algorithm continues with the
regular tessellation part.

Figure 3.5 shows the comparison of the regular and the symmtetric tessellation. The
different layouts for the top left and top right Voronoi cell in Figure 3.5a occur due to
the ear clipping. Multiple solutions are available to triangulate the same or a mirrored
polygon, and therefore multiple different tessellations are possible. Figure 3.5b on the
other hand shows the obviously better symmetric solution for the top right Voronoi cell,
which is achieved by simply flipping the already generated tessellation for the top left
Voroni cell on the y-axis.

Algorithm 3.4 describes the basic approach of the regular tessellation. First the Voronoi
cell is triangulated by using ear clipping. Afterwards the triangles are subdivided if
the number of triangles is smaller than the number of images within a cluster. This
subdivision takes care of the area and angles of the triangle. It subdivides the triangles
with the largest area at first and always through the largest angle. After the triangulation
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(a) The regular tessellation. (b) The symmetric tessellation.

Figure 3.5: Comparison of the regular and symmetric tessellation.

process it is checked if there are more triangles than images within a cluster. If this
condition is true, our algorithm merges the smallest adjacent triangles to polygons until
the necessary amount of polygons is reached. Finally, the centroids of the triangles
(polygons) are determined and the Voronoi cells are generated in the same way as in
section 3.3.1, by providing the centroids as samples and the current Voronoi cell as
clipping path. Figure 3.6 shows the triangulation of a Voronoi diagram with three
clusters and three images per cluster, where the big green points denote the vertices of
the triangles and the small green points the gravity centers.

3.4 Rendering

The Rendering step receives the Geometric data from the Mapping step as input and
renders it, which results in the Image data. Depending on the rendering mode, the
resulting layout of the previous Mapping step or the actual visualization is rendered.
The former allows to render the tessellation additionally to the Voronoi diagram and
the latter has the opportunity of an optional blending step for the actual visualization.
However, first of all the Geometric data are scaled to the user-provided resolution no
matter which rendering mode is selected.

To render the Voronoi diagram, each of the Voronoi cells is drawn by a polyline along
its vertices. If the tessellation option is activated, this process is repeated again for the
tessellated Voronoi cells within a parent Voronoi cell.

To render the actual visualization, first of all the Voronoi cells have to be transformed
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Figure 3.6: The triangulation of the three clusters of the Voronoi diagram into three
triangles per cluster by using ear clipping and subdivision.

to the salient regions in the image space (i.e., use the gravity center of the saliency
map to map the center point of the Voronoi cell), where the Voronoi cells work as a
template to extract regions of interest respectively a bounding box around the Voronoi
cell is used. This bounding box has a user-defined overlap, the so-called blending overlap,
which is used later on to have enough information of the images to blend them along
the edges. Afterwards, the image information within this bounding box is transformed
to the final position in the actual visualization and rendered. Furthermore, an optional
dissolve blending step is possible at this point, which is described in the next section
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3.4. Rendering

Algorithm 3.3: SymmetricTessellation
Input: A scalar numberOfImages, a VoronoiFacet current, and a list of

VoronoiFacet previous
Output: A list of VoronoiFacet

1 if numberOfImages == 1 then
// Return the current voronoi cell as list.

2 end
3 forall previous do
4 if the current voronoi cell is symmetric on the X axis with a previous cell then

// Return the tessellated voronoi cells of previous
flipped on the X axis.

5 end
6 else if the current voronoi cell is symmetric on the Y axis with a previous cell

then
// Return the tessellated voronoi cells of previous

flipped on the Y axis.

7 end
8 else if the current voronoi cell is symmetric on the XY axis with a previous

cell then
// Return the tessellated voronoi cells of previous

flipped on the XY axis.

9 end
10 end

// No previous voronoi cell is symmetric to the current one
11 return Tessellation(numberOfImages, current);

(3.4.1). Finally, after all the images were rendered, the borders of the Voronoi diagram
are rendered as mentioned before.

3.4.1 Blending

At first glance a blending mask is generated by drawing a polyline, with the thickness of
the user-defined blending overlap, along the shared edges of the tessellated Voronoi cells
within a parent Voronoi cell. Afterwards the blending mask is clipped with the outline of
these parent Voronoi cell, so that there is no dissolve blending between different clusters
respectively parent Voronoi cells. This blending mask is than used to get the relevant
pixels for the actual dissolve blending. Basically, the algorithm adds the color values of
all the overlaying images per pixel to a list, and chooses the color of a randomly selected
pixel of this list and continuous with the next pixel, as long as all pixels from the blending
mask are processed.
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Algorithm 3.4: Tessellation
Input: A scalar numberOfImages, and a VoronoiFacet current
Output: A list of VoronoiFacet
// Triangulates and subdivides the voronoi cell in

numberOfImages sub-cells
1 triangles = Triangulate(current, numberOfImages);
2 if #triangles > numberOfImages then

// Merge the smallest adjacent triangles until it fits
numberOfImages.

3 end
4 centeroids = The centeroids of the generated triangles respectively merged

polygons;
5 return CreateV oronoiFacets(centeroids, current);

3.5 Interaction
The well-known concept of the visualization pipeline also allows the user to interact with
the process of the creation of the information visualization in every single step and to
apply the changes immediately. Figure 3.7 shows the interaction possibilities for the
Filtering, Mapping and Rendering step. Moreover, it is possible to select new Raw data
and start the automatic Data Analysis step.

The Filtering step has the opportunity to set the quantity of clusters and the quantity of
images within a cluster. Furthermore, it is possible to change the method which is used
to select representative images for each cluster. It is also possible to reset the already
done filtering, so that the Prepared data are displayed again on the world map.

The settings of the Mapping step allow the user to show the cluster centers of the Focus
data in the visualization view, and to move them across the plane, which results in a new
layout. The automatic update is an option to save resources, so that the new layout is
computed only on demand.

The Rendering settings provide the opportunity to change the rendering mode, either
the layout of the Voronoi cells, or how the actual visualization of the images is rendered.
In the Voronoi mode it is also possible to choose if the tessellation of the Voronoi cells
should also be rendered. Furthermore, it is possible to activate the blending for the
visualization of the images and change the size of the blending overlap for the shared
edges of the images. Finally, users can change the resolution of the visualization.
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Figure 3.7: The user interface with its interaction opportunities for filtering, mapping
and rendering.
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CHAPTER 4
Results

In this chapter we discuss results created by employing the algorithm as explained in
Chapter 3. An image dataset from an Interrail trip through Europe in 2014 serves as a
demonstration case, and a subset of manually selected images from this dataset serves as
a smaller data set. The full dataset contains 154 images, whereas the subset contains
only 35. Figure 4.1 shows where these images are located on the world map for each
dataset.

(a) The subset. (b) The full dataset.

Figure 4.1: Location of the images on the world map.

Figure 4.2 shows the automatically created layout, and also a layout that was adjusted by
the user. The red points in Figure 4.2c and Figure 4.2d denote the cluster centers, which
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are used to generate the Voronoi Diagram. To generate a new layout, the user is able
to drag the cluster centers across the plane and a new Voronoi Diagram is generated in
real-time. If the user drops the cluster center at its new destination, the final visualization
of the image collage is rendered.

(a) The original layout. (b) The adjusted layout.

(c) The original layout with its cluster centers. (d) The adjusted layout with its cluster centers.

Figure 4.2: The original layout and the user adjusted layout.

The two simple image selection methods random and nearest generate diverse and
appealing image collages for the tested image datasets, but for some scenarios there
is a lack of diversity in the resulting image collage. In the subset, which contains 35
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images, there are, for example, seven images of the Eiffel Tower and another three of
the Atomium. Therefore, there is a much higher chance to get an image from the Eiffel
Tower or Atomium at random. In Figure 4.3a that resulted once in three out of four
images from the Eiffel Tower by using the simple random approach. Another lack of
diversity is shown in Figure 4.3b by using the nearest method. This happens, because for
these specific parameters with two clusters and four images per cluster, the three images
of the Atomium are the nearest to its cluster center. However, the benefit of the random
approach compared to the nearest is, that the random approach will not get stucked
with the same representative images. Another problem of the nearest method is, the
more images from a specific object are taken, the nearer the cluster center will be at the
position of this specific object and therefore less images from other objects are choosen
as representative images. These examples represent extreme cases and like in all other
figures of this chapter, both approaches create appealing image collages and are able to
select a diverse subset of representative images in general.

(a) Random images within a cluster. (b) Nearest images to cluster center.

Figure 4.3: Lack of diversity in the image collage caused by the image selection method.

Figure 4.4 shows some results for an image collage with different blending overlap. The
simple dissolve blending approach generates appealing results except for the Voronoi
cell in the top left corner. Especially for the center Voronoi cell our approach produces
satisfying results, because of the similarity of the images. Depending on the image dataset
(i.e., the similarity of adjacent images) our approach produces satisfying summarization
results. There are still directions for future work, like employing more elaborate blending
techniques like Poisson Blending [PGB03].

The spectral residual approach for saliency detection by Hou et al. [HZ07] could be
satisfyingly employed to the subset. Only the position of the image in the bottom center
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(a) Blending off. (b) Blending with 35 pixel blending overlap.

(c) Blending with 65 pixel blending overlap. (d) Blending with 100 pixel blending overlap.

Figure 4.4: Comparision of different blending overlap.

Voronoi cell is not convincing (see Figure 4.5a). Therefore, it would be desirable to rear-
range some specific images manually afterwards to improve the results. Due to the manual
pre-selection with some attention to the saliency in the images, automatically generated
results of the subset are more convincing than for the full dataset, which afterwards
required manual tweaking to improve the visual representation (see Figure 4.5b).

Comparing the layout extreme cases, one cluster with eight images per cluster (see
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(a) The subset. (b) The full dataset.

Figure 4.5: Comparison of the saliency of both datasets.

Figure 4.6a) and eight clusters with one image per cluster (see Figure 4.6b), the result of
the latter are more aesthetic. The triangular layout of the image collage in Figure 4.6a is
the result of the creation of the seed points for the Voronoi Tessellation. According to
the parameter settings, the proposed approach divides the quad of the cluster into eight
triangles and uses their centroids for the Voronoi Tessellation, which obviously results
again in eight triangles. However, the resulting image collage in Figure 4.6b looks more
aesthetic, because the seed points for the Voronoi Tessellation have been pre-defined by
the user, with some respect to a an equally distributed appearance.

The visualization might produce erroneous results due to misleading symmetry. Figure 4.7
shows two examples with four clusters and an extra misleading pseudo cluster in the
center part of the image collage. This pseudo cluster is caused by the pre-attentive
processing of the human visual system, which works with low-level features such as
orientation, edges or intensities. Depending on the similarity of the images in this pseudo
cluster, the effect is more or less visible and therefore misleading, especially at first glance.
This problem occurs because the proposed approach applies the Voronoi Tessellation on
the first cluster. For all the following clusters, it mirrors the already performed Voronoi
Tessellation of a cluster, if there is any kind of symmetry of the already tessellated
clusters and the new one. Therefore, four clusters with four images per cluster is the
absolut extreme case, because there is symmetry on all axis, and also the tessellation of
the first cluster is symmetric itself (see Figure 4.7b).

Figure 4.8 shows a representative image collage for the subset of the Interrail trip. For
every of the six visited countries, it shows the landmark of every country, like the Eiffel

39



4. Results

(a) One cluster and eight images per cluster. (b) Eight clusters and one image per cluster.

Figure 4.6: Comparision of two layout extreme cases.

(a) Four clusters and three images per cluster. (b) Four clusters and three images per cluster.

Figure 4.7: Some examples of misleading symmetry in the center part of the image
collage.

Tower for France, the Atomium for Belgium, and the canals for Amsterdam with its
houseboats, and a typical Irish breakfast. Therefore, the visualization represents a concise
summary of the six visited countries, created out of a subset of 35 images.
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CHAPTER 5
Conclusion and Future Work

The aim of this thesis was to implement an algorithm similar to ImageHive [TSLX11],
which should automatically summarize a given dataset of geotagged images and creates
a representative image collage. Furthermore, this thesis was focused on the useful
arrangement of the images and the optimal presentation of the relevant information
rather than on artistic merits.

The problem statement allows for a lot of freedom for individual solutions to visualize a
representative subset of images from a given image dataset. Also, the task of visualiza-
tion is rather a subjective one than an objective one, because every user has personal
preferences and therefore, no ideal solution can be defined for this task. However, the
results show that this task has been fulfilled with this thesis. Moreover, the mapping
algorithm as proposed in this thesis has the advantage that it takes care of the symmetry
of the Voronoi cells. The objective part is concluded with this thesis and the subjective
part can be verified in the future work in a user study, after the following improvements
are implemented.

For future work, we would like to improve the dissolve blending by using other kinds of
blending techniques, such as color blending in ImageHive [TSLX11], or Poisson Blending
[PGB03] in AutoCollage [RBHB06]. Another way to improve the blending result would be
to create a better arrangement for the images within a cluster. Techniques like Kernelized
Sorting [QSS09] could help to arrange images with similar colors next to each other.
Through this new layout, smoother transitions between the images would be possible
for each of the before mentioned blending techniques. Furthermore, we would like to
improve the selection of representative images for a cluster by using the Shared Nearest
Neighbors (SNN) [MHP08] approach by van Leuken et al. [vLGOvZ09], to get a diverse
set of representative images. Finally, more user interaction, like dynamically scaling, and
rearranging or replacing of particular images, is desirable to achieve even better results.
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